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Summary

Background Adult deaths are a crucial priority for global health. Causes of adult death are important components of Millennium Development Goals 5 and 6. However, adult mortality has received little policy attention, resources, or monitoring efforts. This study aimed to estimate worldwide mortality in men and women aged 15–59 years.

Methods We compiled a database of 3889 measurements of adult mortality for 187 countries from 1970 to 2010 using vital registration data and census and survey data for deaths in the household corrected for completeness, and sibling history data from surveys corrected for survival bias. We used Gaussian process regression to generate yearly estimates of the probability of death between the ages of 15 years and 60 years (45q15) for men and women for every country with uncertainty intervals that indicate sampling and non-sampling error. We showed that these analytical methods have good predictive validity for countries with missing data.

Findings Adult mortality varied substantially across countries and over time. In 2010, the countries with the lowest risk of mortality for men and women are Iceland and Cyprus, respectively. In Iceland, male 45q15 is 65 (uncertainty interval 61–69) per 1000; in Cyprus, female 45q15 is 38 (36–41) per 1000. Highest risk of mortality in 2010 is seen in Swaziland for men (45q15 of 765 [692–845] per 1000) and Zambia for women (606 [518–708] per 1000). Between 1970 and 2010, substantial increases in adult mortality occurred in sub-Saharan Africa because of the HIV epidemic and in countries in or related to the former Soviet Union. Other regional trends were also seen, such as stagnation in the decline of adult mortality for large countries in southeast Asia and a striking decline in female mortality in south Asia.

Interpretation The prevention of premature adult death is just as important for global health policy as the improvement of child survival. Routine monitoring of adult mortality should be given much greater emphasis.

Funding Bill & Melinda Gates Foundation.

Introduction Public health efforts in the 1980s and 1990s had a substantial focus on improving mortality and morbidity in children. Both the numbers and rates of death in children under 5 years of age have been falling for several decades, although many countries are not on track to achieve Millennium Development Goal (MDG) 4, which calls for a two-thirds reduction in the mortality rate in children younger than 5 years between 1990 and 2015. Concomitantly, with decreases in under-five mortality, global fertility has declined from a total fertility rate (TFR) of 5.0 in 1950 to 2.5 in 2009, leading to a substantial increase in the mean and median age of most populations. Declining under-5 mortality rates and ageing populations also mean that a larger proportion of deaths occur in adults. Despite the increase in adult population and the related change in population health issues that follow this demographic shift, there has been much less global health focus on the health and survival of adults. In 1992, Feachem and colleagues drew attention to deaths in adults aged 15–59 years. Deaths in individuals aged younger than 60 years can be considered premature by any standard. Deaths in the most economically and socially active groups can also have major effects on society. For these reasons, the World Bank and subsequently WHO have reported adult mortality risk, also referred to as 45q15. For a given year, 45q15 represents the probability that an individual who has just turned 15 years will die before reaching the age of 60 years, on the assumption that the age-specific mortality conditions of the year are constant throughout this individual’s life.

Interest in adult mortality has been intensified through the Millennium Declaration. MDG 5 on maternal health focuses on one of the important causes of death in women aged 15–49 years. Adult female mortality rates are an essential component of the measurement of the maternal mortality ratio. Two of the three diseases covered by MDG 6, tuberculosis and HIV, are largely killers of adults—95% and 85% of deaths from these diseases, respectively, occur in people older than 15 years. Although maternal mortality, HIV, and tuberculosis have received substantial policy attention and development assistance for health, the rising burden of non-communicable diseases in developing countries has received much less policy attention. Despite the attention on specific diseases that affect adults, policy traction towards improving overall adult mortality has received much less policy attention.
health outcomes continues to be low.1 This disinterest has led to widespread neglect for building and maintaining data systems for measuring adult mortality.22,23 Tracking change in this basic outcome of adult health is important for assessing progress, improving interventions, and driving further investment.24 However, challenges in measurement of adult mortality have been noted historically and continue to persist.2,22,23,25,26

Assessments every 2 years by the United Nations Population Division (UNPD) are undertaken to produce population estimates and projections for most countries for 5-year periods. These efforts also produce estimates of life expectancy, age-specific deaths, and 45q15, but for most developing countries, the estimates are based on models that assume a close correlation between adult and under-5 mortality.7 WHO also periodically produces estimates of 45q15; these often differ substantially from UNPD estimates. WHO does not produce a complete time series (only selected years) and, similar to UNPD, major limitations of WHO’s approach are that the process is neither transparent nor replicable.5 Large-scale systematic assessments that cover all publicly available data sources over several decades have been completed for children but not for adults.1,28,29 In countries without complete vital registration systems, there has been disagreement about the best methods to analyse and interpret partial vital registration data, survey data for sibling histories, and survey or census recall of deaths.3 For some regions, important comparative analyses of available data have been undertaken but these efforts did not cover the entire developing and developed world.30 The absence of a systematic assessment of the evidence on trends in adult mortality, especially in developing countries, has resulted in a “scandal of ignorance”.2,30,31 Several developments in data availability and analytical methods now make a systematic assessment of trends in 45q15 feasible. Improved methods for analysis of incomplete vital registration or sample registration data are now available.31 Issues of survivor bias in the analysis of sibling histories widely available in sub-Saharan Africa have been addressed and practical implementation of this approach worked out.31,34 More demographic surveillance system and sample registration data are available.39 Finally, techniques used to synthesise multiple data sources for children can be adapted for studying adult mortality (Rajaratnam J K, et al, unpublished data). In this study, we systematically analysed data for 187 countries from 1970 to 2010 to estimate 45q15 for men and women.

**Methods**

**Data sources**

Empirical measurements of adult mortality were drawn from four types of sources (table 1): (1) vital registration data, (2) sample registration systems (when available), and nationally representative survey or census data that enable direct estimation of age-specific adult mortality rates from questions about either (3) deaths in the household or (4) the survival of siblings of a respondent. In a few cases, an estimate of 45q15 from survey reports was used when other sources of microdata or tabulated data were not obtainable for direct analysis. For three countries (Bangladesh, Vietnam, and Papua New Guinea), we included mortality estimates from demographic surveillance sites. For China, we included data from the disease surveillance points system40 to supplement the few nationally representative data sources available.

We assessed, by use of the most effective methods, the level of completeness of reporting of deaths in vital registration systems, sample registration systems, and household sources relative to completeness of census coverage.37 If several assessments of completeness for each of these sources were available, we combined the results to create a time series of completeness as described in webappendix pp 9–12. For vital registration and sample registration systems, if the rate of death reporting was lower than 95% (we assumed that it was not possible for these systems to over-register deaths), age-specific estimates of death rates were adjusted upward by the inverse of the estimated level of completeness. For survey data for deaths in the household, estimates of age-specific death rates were adjusted either up or down on the basis of the inverse of the estimated level of completeness, because “telescoping”, or including deaths from outside the recall period, can lead to overestimation of death rates.37,72 Age-specific population estimates were used to
compute death rates for vital registration and census household deaths. The population for Cyprus does not include the Turkish Cypriot population that is not captured in the vital registration data. Singapore vital registration data capture deaths of legal residents, but not deaths of migrant workers or their families. Denominators for other sources, such as sample registration systems and survey household deaths that represented samples of the total population, were obtained directly from those sources.

Microdata from surveys containing information about survival of siblings were analysed by use of the methods described by Obermeyer and colleagues that correct for survival and recall bias in this type of survey. All Demographic and Health Surveys (DHS) were pooled together as the analytic method required. Sibling survival data from other sources (eg, US Centers for Disease Control and Prevention reproductive health surveys, Pan Arab Project for Family Health surveys) were pooled with DHS to establish reliable age patterns of mortality, but only results from the additional surveys (non-DHS) were retained from these analyses.

The total number of empirical measurements of 45q15 across all data sources was 3889; measurements for men and women from the same source were counted only once (table 1 and this amount included only data in the estimation period (1970–2010). If available, we included measurements in our empirical database back to 1950. Every data point from a sibling history survey covered a 5-year period, and so therefore covered five times the number of years than did datapoints from vital registration or sample registration systems. After country-by-country review of the empirical datapoints, 149 points were deemed to be outliers and therefore excluded from the analysis. These outliers are marked on the national plots of data and estimates in webappendix pp 18–391.

Webappendix p 392 shows the availability of empirical measurements by major UN region. Most directly observed data for adult mortality come from North America, Europe, and Latin America and the Caribbean. Data availability for Africa and Asia is poor for the 1970s but increases; 60% or more countries within these regions are represented between 1985 and the early 2000s. This increase is largely because of the availability of sibling history data from DHS in these regions. Oceania remains a region with limited data availability over the time period of estimation. In all regions, there is a time gap between collection and public release of data; this gap is greatest for Africa, but still evident even for North America, where the latest data for Canada are for 2006. Despite our efforts to identify data sources, data for 1970–2010 were unavailable for 12 countries. Our estimation methods had to therefore forecast (and in many cases reverse-forecast) to cover the entire period of 1970–2010 for all countries; all estimates for 2010 are forecasts.

The estimation process described below to synthesise all of the empirical measurements of adult mortality makes use of time series estimates of covariates related to adult mortality, including estimates of mortality in children younger than 5 years of age, estimates of HIV seroprevalence from UNAIDS, and a lagged distributed income series based on a triangular weighted mean of the past 10 years’ gross domestic product per head in international dollars (data from Institute for Health Metrics and Evaluation gross domestic product time series dataset, March 2010 version). Finally, we compiled data for war-related deaths from the Uppsala Conflict Data Program and deaths caused by natural disasters from the Centre for Research on the Epidemiology of Disasters to generate a war/disaster rate for each country over time that we used to model rates of mortality from war and natural disasters.

Statistical analysis
For each country, we generated a time series of 45q15 estimates by synthesising the empirical data estimates with an analytical technique called Gaussian process regression. This technique estimates the probability that a function describes the data well. Details of the implementation of this technique are shown in webappendix pp 1–17.

Briefly, we applied models relating rates and trends of under-5 mortality, HIV seroprevalence, and lagged distributed income with adult mortality, and harnessed spatial and time correlation between adult mortality observations for countries within the same region, to establish a predicted time series of adult mortality in each country. This predicted series was then updated by the data for each country by Gaussian process regression. The benefit of this approach is that we allowed the estimation process to be data-driven and to borrow strength from other time periods and neighbouring countries when direct measurements of adult mortality were not available for a given period in a particular country. Gaussian process regression takes into account the uncertainty around each empirical measurement of adult mortality and accordingly smooths data that are noisy (ie, with large variation because of sampling or small numbers) and uncertain. For countries with reliable data, the Gaussian process regression estimates closely tracked the observed data. As described in webappendix pp 12–13, we assessed the validity of this strategy to synthesise data sources by repeatedly undertaking four types of out-of-sample predictive validity tests. When 20% of country-years were excluded from the analysis, the Gaussian process regression predictions for these country-years had a median relative error of 2.8%. When all data for 20% of countries were excluded from the analysis, predictions had a median relative error of 14.0%. Similar results for forecasting and reverse-forecasting were 7.3% and 6.3%, respectively. Predictive validity for countries without vital registration is slightly worse and presented in detail in webappendix p 14.
Time series smoothing models do not handle well the occurrence of mortality shocks—ie, unexpected and striking increases in risk of mortality (and the subsequent steep declines) caused by natural disasters or war. To account for mortality shocks in our time series estimates, we withheld empirical measurements obtained during war or disaster periods from the Gaussian process regression estimation process. This approach allowed our model to generate a counterfactual estimate of mortality during the shock period to which we added excess mortality caused by the shock.

Excess mortality was calculated by several steps. Shock years were defined as those in which the war/disaster rate was reported to exceed one death per 10,000 population in a year. We developed an empirical model that related change in 45q15 from baseline observed in the empirical datasets to the war/disaster death rate. On the basis of this model, for each shock year we predicted the increase in 45q15. If data for that shock year were available in a country and the 45q15 value was higher than the predicted increase, the observed data were used for the shock. If no data were
available, the predicted excess mortality was used (webappendix p 7).

Countries were grouped into 21 regions on the basis of epidemiological profiles and geography (webappendix p 393). For each region, we generated a time series of adult mortality by use of a population (aged 15–59 years) weighted average of all countries within the region. A similar calculation was done to obtain a global time series of 45q15.

Role of the funding source
The sponsor of the study had no role in study design, data collection, data analysis, data interpretation, or preparation of the report. The corresponding author had full access to all the data in the study and had final responsibility for the decision to submit for publication.

Results
The empirical measurements of 45q15 and the results of our data synthesis, including uncertainty intervals, are available for each country in webappendix pp 18–391; five examples of these data plots are shown in figure 1. Data for adult male mortality in Chile provide an example of a complete time series with complete vital registration data. In this case, our Gaussian process regression model produced estimates that were very close to the observed data and the uncertainty intervals represent only the sampling uncertainty in the death rates at each age. Iceland also had a complete vital registration system but because of small population size, 45q15 for women fluctuated from year to year. The model, taking into account this sampling variance, produced a smooth time trend that followed the empirical data, and, because of the degree of sampling error, uncertainty intervals for Iceland were much larger than they were for Chile. The estimation of mortality shocks can also been seen in the case example of Iceland. In 1995, there were two avalanches that killed 34 people. Even 34 deaths is a fairly substantial number for Iceland and caused a sharp rise in 45q15 for that year. The Philippines is an example of a country with data from two independent sources—vital registration and sibling histories gathered in a household survey. In this case, the two sources were quite consistent and the Gaussian process regression estimates incorporated both sources with appropriate uncertainty intervals. Zambia had data from sibling histories only. The Gaussian process regression estimates tracked the data fairly closely, with the estimates after the most recent data point and before the oldest data point largely informed by the modelling process. As expected, uncertainty intervals widened as time from available data increased. Figure 1 shows data for Colombian men and shows how two datapoints have been coded as outliers in the time series.

Risk of mortality is generally higher (up to 2·2 times as high) for men than for women; however, in 2·5% of country-years, risk is higher for women than for men. By combining results for every country and weighting by population, we can examine the worldwide trend in 45q15 for men and women from 1970 to 2010 (figure 2). Over this period, 45q15 dropped by 19% for men and by 34% for women. Yearly rates of decline from 1970 to 1990 were 0·7% for men and 1·4% for women. From 1990, worldwide male 45q15 increased until 1995 and then began to decline. From 1990, female 45q15 declined at a much faster rate than did male 45q15, apart from during the period between 1994 and 2003, when both were declining roughly at the same pace. Worldwide, the gap between adult male and female 45q15 was 63 per 1000 in 1970 and increased to 80 per 1000 in 2010. In relative terms, the gap between sexes has widened even more, and accords with the sex difference in adult mortality in the USA and other high-income countries during the mid-20th century. Worldwide, the 1990s reversal in the trend in adult mortality is probably a result of the HIV pandemic and the sharp rise in adult mortality in countries of the former Soviet Union.

Figure 3 presents male and female 45q15 for 21 regions of the world, showing a high degree of variation between regions. For men, regional 45q15 varied from 182 to 413 per 1000 in 1970 and from 77 to 579 per 1000 in 2010—a 117% increase in the spread across regions. Rising inequality in adult mortality across regions is also evident for women, for whom 45q15 ranged from 0·7% for men and 1·4% for women. From 1990, female 45q15 declined at a much faster rate than did male 45q15, apart from during the period between 1994 and 2003, when both were declining roughly at the same pace. Worldwide, the gap between adult male and female 45q15 was 63 per 1000 in 1970 and increased to 80 per 1000 in 2010. In relative terms, the gap between sexes has widened even more, and accords with the sex difference in adult mortality in the USA and other high-income countries during the mid-20th century. Worldwide, the 1990s reversal in the trend in adult mortality is probably a result of the HIV pandemic and the sharp rise in adult mortality in countries of the former Soviet Union.

Risk of mortality is generally higher (up to 2·2 times as high) for men than for women; however, in 2·5% of country-years, risk is higher for women than for men. By combining results for every country and weighting by population, we can examine the worldwide trend in 45q15 for men and women from 1970 to 2010 (figure 2). Over this period, 45q15 dropped by 19% for men and by 34% for women. Yearly rates of decline from 1970 to 1990 were 0·7% for men and 1·4% for women. From 1990, worldwide male 45q15 increased until 1995 and then began to decline. From 1990, female 45q15 declined at a much faster rate than did male 45q15, apart from during the period between 1994 and 2003, when both were declining roughly at the same pace. Worldwide, the gap between adult male and female 45q15 was 63 per 1000 in 1970 and increased to 80 per 1000 in 2010. In relative terms, the gap between sexes has widened even more, and accords with the sex difference in adult mortality in the USA and other high-income countries during the mid-20th century. Worldwide, the 1990s reversal in the trend in adult mortality is probably a result of the HIV pandemic and the sharp rise in adult mortality in countries of the former Soviet Union. Figure 3 presents male and female 45q15 for 21 regions of the world, showing a high degree of variation between regions. For men, regional 45q15 varied from 182 to 413 per 1000 in 1970 and from 77 to 579 per 1000 in 2010—a 117% increase in the spread across regions. Rising inequality in adult mortality across regions is also evident for women, for whom 45q15 ranged from 0·7% for men and 1·4% for women. From 1990, female 45q15 declined at a much faster rate than did male 45q15, apart from during the period between 1994 and 2003, when both were declining roughly at the same pace. Worldwide, the gap between adult male and female 45q15 was 63 per 1000 in 1970 and increased to 80 per 1000 in 2010. In relative terms, the gap between sexes has widened even more, and accords with the sex difference in adult mortality in the USA and other high-income countries during the mid-20th century. Worldwide, the 1990s reversal in the trend in adult mortality is probably a result of the HIV pandemic and the sharp rise in adult mortality in countries of the former Soviet Union.
Sweden in 1751 was 493 per 1000 for men and 437 per 1000 for women.37

Figure 3 also shows variation over time within regions. One of the most striking patterns is the rapid decline in adult female mortality in south Asia; in 1970 this was the region with the highest risk of female mortality and by 2010, 45q15 had fallen by 56%. Male 45q15 declined more rapidly in Australasia than in other regions, whereas the rate of decline in North America was slower than it was in other regions. In southeast Asia, rates of decline have stabilised since the mid-1990s for men and women.

In all regions of sub-Saharan Africa, adult male and female mortality has begun to decline since 2005, partly as a result of reductions in HIV seroprevalence and perhaps also because of increased access to antiretroviral treatment. This decline is not a consequence of including HIV seroprevalence in the estimation model, since sibling history data also show a plateau or decline in mortality in recent years in Benin, Congo, Democratic Republic of the Congo, Nigeria, Rwanda, Tanzania, Uganda, and Zambia. The measured reductions range from 0% to 39%. Additionally, national vital registration data for South Africa show that adult mortality peaked in 2005 and has started to decline.

Table 2 shows our estimates and uncertainty intervals for 45q15 for men and women in all 187 countries every 20 years from 1970 to 2010. These results and the yearly estimates (available from the Institute for Health Metrics

---

**Figure 3: 45q15 from 1970 to 2010, by region**

See text for definition of 45q15.
For the yearly estimates of 45q15 for each country see http://www.healthmetricsandevaluation.org/resources/datasets/2010/mortality/results/adult/adult.html

and Evaluation website) show substantial variation in levels and trends in 45q15 within regions.

Figure 4 shows worldwide adult mortality in 2010 (worldwide adult mortality in 1970 and 1990 is shown in webappendix pp 394–97). Substantial reductions in risks of adult male and female mortality have occurred over the 40-year period; however, increases have occurred in eastern and southern Africa and in eastern Europe. Some countries have unusual risks or trends in adult mortality. By 2010, Guatemala, Honduras, Haiti, Guyana, and Suriname had higher risks of adult mortality than did neighbouring countries. Within the European Union, there is substantial heterogeneity in risks of adult male and female mortality, most of which does not seem to be...
strongly related to income per head or development. In 2010, adult mortality is generally low in north Africa and the Middle East, apart from in Yemen (female mortality) and Morocco, Egypt, Yemen, and Syria (male mortality). In sub-Saharan Africa, several west African countries such as Benin, The Gambia, and Senegal have lower risks of mortality than do neighbouring countries, especially in women. Within south Asia, Afghanistan and Pakistan have higher risks of mortality than do India, Nepal, or Bangladesh. In southeast Asia and Oceania,
Burma, Laos, Cambodia, and Papua New Guinea have high risks of adult mortality.

The ten countries with the lowest risks of adult male and female mortality in 1970 and 2010 are shown in figure 5. For male mortality, only three countries remained in this list over the 40-year period: Sweden, Norway, and the Netherlands. Notably, Australia moved from 44th in the 1970 list to sixth in 2010. Paraguay had a low risk of male mortality in 1970 but dropped to 70th in the list by 2010. The countries with the lowest risks of male mortality in 2010 represent several regions: northern Europe and Scandinavia, the Mediterranean, the Middle

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>90 (88–92)</td>
<td>126 (123–130)</td>
<td>78 (76–80)</td>
<td>116 (113–119)</td>
<td>53 (51–55)</td>
<td>79 (75–83)</td>
</tr>
<tr>
<td>Austria</td>
<td>91 (89–93)</td>
<td>128 (125–131)</td>
<td>79 (77–81)</td>
<td>118 (115–120)</td>
<td>54 (52–56)</td>
<td>79 (75–83)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>93 (91–95)</td>
<td>131 (129–133)</td>
<td>80 (78–82)</td>
<td>120 (118–122)</td>
<td>55 (53–58)</td>
<td>80 (76–84)</td>
</tr>
<tr>
<td>Norway</td>
<td>94 (92–96)</td>
<td>132 (130–134)</td>
<td>81 (79–83)</td>
<td>121 (119–123)</td>
<td>56 (54–59)</td>
<td>81 (77–85)</td>
</tr>
<tr>
<td>Germany</td>
<td>95 (93–97)</td>
<td>133 (131–135)</td>
<td>82 (80–84)</td>
<td>122 (120–124)</td>
<td>57 (55–60)</td>
<td>82 (78–86)</td>
</tr>
<tr>
<td>France</td>
<td>96 (94–98)</td>
<td>134 (132–136)</td>
<td>83 (81–85)</td>
<td>123 (121–125)</td>
<td>58 (56–60)</td>
<td>83 (79–87)</td>
</tr>
<tr>
<td>Japan</td>
<td>97 (95–99)</td>
<td>135 (133–137)</td>
<td>84 (82–86)</td>
<td>124 (122–126)</td>
<td>59 (57–61)</td>
<td>84 (80–88)</td>
</tr>
<tr>
<td>South Korea</td>
<td>98 (96–100)</td>
<td>136 (134–138)</td>
<td>85 (83–87)</td>
<td>125 (123–127)</td>
<td>60 (58–62)</td>
<td>85 (81–89)</td>
</tr>
<tr>
<td>Australia</td>
<td>99 (97–101)</td>
<td>137 (135–139)</td>
<td>86 (84–88)</td>
<td>126 (124–128)</td>
<td>61 (59–63)</td>
<td>86 (82–90)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>100 (98–102)</td>
<td>138 (136–140)</td>
<td>87 (85–89)</td>
<td>127 (125–129)</td>
<td>62 (60–64)</td>
<td>87 (83–91)</td>
</tr>
</tbody>
</table>

(Continues on next page)
East, and Australasia. There has been more consistency in countries with lowest risk of female mortality: Greece, Sweden, Switzerland, Spain, Iceland, Italy, and Cyprus all remained in the top ten between 1970 and 2010. In 1970, the countries with the lowest risks of female mortality were all in Europe or the Mediterranean. By 2010, South Korea, Japan, and Australia had joined the list. South Korean women have lower risk of mortality than do Japanese women (notably, Japanese men do not make the top ten list in either decade—they ranked 16th in 1970 and are 12th in 2010). Also for women, northern European countries tended to fall in the ranking, whereas southern European and Mediterranean countries improved.

The development of annual estimates of adult mortality enables us to examine more carefully the
rates of change. The focus on rates of change provides some insight into national performance in reducing adult mortality. Table 3 shows the distributions of yearly rates of change in adult mortality by decade. For both men and women, in all four decades both the mean and median rates of change were negative. Mean and median rates of change in all time periods were more negative for women than for men, suggesting faster declines for women. Table 3 also provides a measure of inequality in the rates of change: the SDs across countries were similar in the 1970s, 1980s, and 2000s for both men and women. However, in the 1990s, there was a much greater dispersion of rates of change; in other words, many countries actually had rising adult mortality. This period of increased heterogeneity in the trend in adult mortality seemed to have disappeared by the 2000s. Table 3 also shows the same analyses with exclusion of sub-Saharan Africa, eastern Europe, central Europe, and central Asia. For the remaining regions of the world, mean, median, and distribution of rates of change have been consistent over four decades.

Table 2: 45q15 (uncertainty interval) per 1000 for women and men in 1970, 1990, and 2010

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cape Verde</td>
<td>164 (143–189)</td>
<td>237 (207–272)</td>
<td>281 (252–314)</td>
<td>114 (106–123)</td>
<td>146 (132–160)</td>
<td>107 (97–117)</td>
</tr>
<tr>
<td>Nigeria</td>
<td>216 (186–251)</td>
<td>282 (244–325)</td>
<td>205 (179–231)</td>
<td>205 (179–231)</td>
<td>282 (244–325)</td>
<td>205 (179–231)</td>
</tr>
<tr>
<td>Sao Tome and Principe</td>
<td>200 (188–218)</td>
<td>286 (267–306)</td>
<td>160 (144–177)</td>
<td>191 (175–207)</td>
<td>286 (267–306)</td>
<td>160 (144–177)</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>333 (288–385)</td>
<td>511 (442–589)</td>
<td>297 (269–327)</td>
<td>297 (269–327)</td>
<td>511 (442–589)</td>
<td>297 (269–327)</td>
</tr>
</tbody>
</table>

Country estimates are grouped into 21 regions on the basis of epidemiological profiles and geography. See text for definition of 45q15.
Figure 6 shows the yearly percentage decline in 45q15 from 1970 to 2010 by country. The areas with stable or increasing risk of adult mortality are evident and reflect the rise in prevalence of HIV in sub-Saharan Africa, the increase in adult mortality in eastern Europe and countries of the former Soviet Union, and the plateau in decline for southeast Asia, dominated by the Philippines, Indonesia, and Thailand. Additionally, some countries such as Paraguay had unusually low risks of adult mortality in 1970 and have shown increases in risk over the past 40 years. Among high-income countries, the USA is notable for having a rate of decline of less than 1% per year, as are Norway (female mortality only) and Spain (male mortality only).

Discussion
Our analysis of all available empirical data for adult mortality from 1970 to 2010 for 187 countries shows that the rates of change for adult mortality are substantially more varied than are those for mortality in children under 5 years of age (Rajaratnam J K, et al, unpublished data). Risk of mortality is generally higher for men than for women; however in 2.5% of country-years, risk is higher for women than for men. There is also a widening gap between risks of male and female mortality.

Despite the sex differences in mortality, there is substantial consistency in time trends; the correlation in yearly rates of change for male and female adult mortality is 0.70. By comparison, the correlations between rates of change in adult mortality and rates of change in under-5 mortality are 0.24 and 0.35 for males and females, respectively. A plausible explanation for these findings is that determinants of mortality in adults are substantially different from those for mortality in children. The unique patterns and trends in adult mortality highlight the importance of tracking adult mortality as distinct from metrics that focus on separate or wider age ranges, including under-5 mortality and life expectancy at birth.
An important exception to the correlation of trends for male and female mortality is south Asia. In 1970, 45q15 was higher in women than in men in most countries in the region. However, risk of mortality has declined substantially faster in women than it has in men, such that in 2010, female mortality is substantially lower than male mortality. The problem of “missing females” would seem to be improving in south Asia, at least with respect to sex differences in mortality.

We have shown that rates of decline in 45q15 vary substantially between countries within a decade and across decades even when mortality shocks due to wars, disasters, or famines are excluded from the analysis. Five factors might explain the changes in adult mortality: the diseases of affluence, socioeconomic development, improved health technologies, social dysfunction in the aftermath of the collapse of the Soviet Union, and the HIV epidemic. Increases in prevalence of income-related risk factors for non-communicable diseases might account for increases in adult mortality in some countries with rapidly rising income, such as the Philippines and Indonesia. Adult mortality has not, however, increased in many other countries with similarly rising income. The predicted decline in adult mortality from rising levels of development as a result of improved calorie intake, control of infectious diseases, and access to health care is manifesting itself differently in each region. Socioeconomic development also has an important interaction with improvements in health technologies such as antihypertensive drugs, statins, or invasive therapies for coronary heart disease. The rise in mortality in many countries in or related to the former Soviet Union is well documented as are the unprecedented increases in adult mortality in eastern and southern Africa because of HIV. A substantial component of the variation in risk and rates of change, however, seems to be poorly explained by any combination of these theories. Examples include the slower rates of decline in mortality in the USA compared with many other high-income countries or the stable trends in Indonesia. We hope that the evidence presented in this report will stimulate a debate on alternative theories of the health transition that can account for the diversity of patterns reported.

Adult mortality has long been thought to change slowly whereas infant or under-5 mortality is seen as a more sensitive indicator of general population health status. Indeed, yearly rates of decline for adult mortality at the global level have ranged from −0.7% to 2.1%; for children, yearly rates of decline are steeper and range from 1.0% to 3.0% (Rajaratnam J K, et al, unpublished data). The range of rates of change in adults is larger than the range for children and also, as noted, only weakly related and disaster-related death rates in the same country-years is only 0.56. Despite our efforts to take into account war shocks in country-years without robust data, clearly this is an area that is subject to substantial uncertainty. Our findings, however, highlight the continued importance of measuring the effect of war and other shocks on adult mortality.
Although we have been able to examine 3489 country-years of vital registration data, 257 survey-based observations, 25 censuses, 118 sample registration systems, demographic surveillance system results, and points from other sources, there are still substantial gaps in the data. Our estimates of adult mortality were based on the best available evidence; however, there are trends, especially over short periods, in datasets that need further investigation. For example, the sibling histories for Benin suggest female 45q15 reduced to as low as 163 per 1000 in the early 1990s. Since we did not find any objective reason in the data or the analysis to reject this datapoint, we

<table>
<thead>
<tr>
<th>Worldwide</th>
<th>Worldwide (excluding sub-Saharan Africa, eastern Europe, central Europe, and central Asia)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Men</td>
<td>-0.58%</td>
</tr>
<tr>
<td>Women</td>
<td>-0.66%</td>
</tr>
<tr>
<td>Men</td>
<td>-0.17%</td>
</tr>
<tr>
<td>Women</td>
<td>-0.87%</td>
</tr>
</tbody>
</table>

Statistics are computed only for the middle 95% of the distributions to exclude mortality shocks.

Table 3: Distributions of yearly rates of change in adult mortality (%), by decade

![Figure 6: Yearly percentage decline in adult mortality, 1970–2010](image)
included it in our estimates. Consideration of neighbouring countries and levels of socioeconomic development, however, are a cause for concern. In South Africa, the rise in adult female mortality in the 1990s was twice the rise in male mortality, largely because of the disagreement between levels provided in the sibling history estimates and those shown in vital registration data for men. Because the vital registration system in South Africa was undergoing substantial improvement in coverage during the mid 1990s, we chose to exclude the earlier data points from our analysis since it is difficult to tease out real trends in mortality from changes in the vital registration system.9,14 The effect of this approach and differences between vital registration and sibling history data for men has resulted in the striking differences between male and female mortality. For some countries, especially those with large corrections to completeness of vital registration or sample registration systems or those with only a limited number of surveys, care should be taken to not over interpret short-term trends in the results. Because we have developed and applied a set of methods that are transparent, available in computer code, and replicable, we hope that researchers will be able to further refine and advance this analysis of adult mortality.

Our estimates of adult mortality are substantially different from those reported by UNPD. For overlapping years, the correlation is 0·84 for men and 0·87 for women. Regionally, our estimates for south Asia, southeast Asia, Latin America tropical and North Africa and the Middle East are substantially lower than are those reported by UNPD. These differences seem to be a result of variations in the data examined, our application of newer methods to different data sources, and the use of model life tables by the UN based on data mainly gathered before 1970. The effect of the UN’s methods can even be seen in countries with complete vital registration systems such as the USA or UK, for which UNPD estimates differ from the data by 19·3% and 12·2%, respectively, in 2007. 7 Furthermore, for some regions, the UN has taken UNAIDS estimates of HIV mortality and added these to the results of their demographic estimation.9 In this study, we used data sources for mortality from all causes, and did not use disease-specific transmission models or assumed case-fatality rates. Although WHO has not produced a coherent time series of 45q15, it has generated cross-sectional estimates. Because of changing datasets and the application of alternative methods from year to year, their 45q15 estimates have varied substantially over years for the same country. For example, in Côte d’Ivoire, WHO estimates of female 45q15 range from 355 to 502 during the years 2000–07. Hopefully, our carefully constructed database and application of improved methods will be informative to both the UNPD and WHO in their future efforts at mortality estimation. Use of the best possible estimates of adult mortality is important for planning purposes and as a direct input into the estimation of maternal mortality.

In some countries with large HIV epidemics such as Swaziland, risk of adult mortality reach very high levels. The increase in 45q15 seems to be larger than population HIV seroprevalence. These findings can be understood in terms of several potential factors. First, adult mortality in southern Africa—especially in men—was high before the start of the HIV epidemic (in some cases risk of death was around 400 per 1000). Second, because of the concentration of HIV in adults aged 15–59 years, the average seroprevalence in that population will be higher than the seroprevalence in the entire adult population. Third, because the natural epidemic curve for HIV can lead to high prevalence and then drop to an equilibrium prevalence, rises in period estimates of 45q15 can be larger than the rise in the cohort 45q15. Finally, there might also be secondary effects of large HIV epidemics on other causes of death mediated through economic, social, and domestic disruption.

Our improved methods predicted estimates of mortality for countries with no data with 14% error and generated forecasts with 6·3% error (by use of out-of-sample and out-of-time predictive validity tests). Nevertheless, the strongest step a country can take to improving the surveillance of adult female and male mortality is to strengthen national vital registration systems. No amount of post-data collection analysis will be as effective as implementation of a complete system.22,23,32 For countries without complete vital registration systems, we found that survey data for sibling histories were very informative, with a few notable exceptions. We believe more widespread and frequent use of sibling histories in surveys would strengthen surveillance of adult mortality. In countries with HIV epidemics where antiretroviral use is being scaled up, survey data for sibling histories can prove very useful for documenting effects on mortality.

Every year, more than 7·7 million children die before their fifth birthday; however, over three times that number of adults—nearly 24 million—die under the age of 60 years. The prevention of premature adult death is just as important for global health policy as the improvement of child survival. The global health community needs to broaden its focus and to learn from measures applied in countries such as Australia and South Korea to ensure that those who survive to adulthood will also survive until old age. This refocus will require much greater efforts to equip all countries with reliable and timely mortality surveillance systems, preferably complete vital registration systems, to guide prevention policies and programmes.
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